QNAP NAS

This book contains procedures on a QNAP NAS system, which might not always be so
straightforward or can be forgotten as they're not often done.

e Link subdomain to docker (NGINX)

e Container station: Docker access Application

e Container station: sharing common files




Link subdomain to docker
NGINX)

This section assumes an NGINX docker and you have setup your DNS to connect to you NAS via a
wildcard.

1) Enable Telnet on the NAS in Control Panel

Control Panel

& ControlPzne

Network & Virtual Switch

After enabling this option, you can access this server via Telnet or SSH connection.

~ Metwork Access
Mote: Only the account admin can login remotely.

USB QuickAccess ) . .
[ Allow Telnet connection (Only the account admin can login remotely.)

Y, Win/Mac/NFS/WebDAV

ErEilEed B4 Allow SSH connection (Only administrators can login remotely.)

SNMP Port number: 3388
Service Discovery [0 Enable SFTP

QuFTP Service

Applications Edit Access Permission

Recycle Bin

Apply

2) Telnet into the NAS, | prefer putty
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3) cd into the folder you can easily access or edit (in my case, a network shared folder, execute, in
the terminal screen "docker ps" to find the id of your container

docker ps

docker cp c0568abcdb83916:/etc/nginx/nginx.conf tmp_tim.conf

then edit, the config file for nginx, and do the reverse:

docker cp tmp_tim.conf c0568abcdb83916:/etc/nginx/nginx.conf

Restart the container.
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Container station: Docker
access Application

When you use a YAML file to create an Application in Container station, QNAP will create a private

network.

Hence, you will not be able to connect to it, for example with your nginx proxy forwarder.

P whNH

Go to your Container station
Select the application and the containers details, one by one

Click "Edit" and open network section

Remove the "connected networks" and add the network your other dockers are connected
on fe. Default(NAT)

5. Connect, and repeat this for all the containers in the application

stack =~ DOCKER

Details

Logs

Statistics

£ Container Details

~ General
Name:
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Image

Edit Container

General

Attach Terminal Event Logs

Network

ver/books Application:
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| Network 2.
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Entrypoint:
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P ~ Runtime anc

Runtime:runc,

v Environmeni
APP_URL=htty

5:33:45 v Labels
build_version:
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v Networks

v Storage
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Resources

Network 1 - Default (NAT)

Add Network
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Connected Networks Add

Cancel
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66, DB_USER=bookstack, HOME=/root, LSIO_FIRST_PARTY=true, PATH=/Isiop.

32fa132f608b95e94f263e98021cdb5dc51296b15a130ae19ca8, com.docker.
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1. Get in a shell of your nginx docker and curl to verify it can communicate with the container



Container station: sharing
common files

In this page we're going to create a link from in a container/image to the Host.
Inside the container is "/app/media" and bind it to a share on the QNAP host system.

Context

While it's convenient to spin up a new Docker image, or republish one. You'll soon come into a
situation where you want to share resources over different containers. Or you realize there is data
in the container, that you want to retrieve or need to copy over when you spin up a new
container... Which soon becomes a daunting task and a chore, which is prone to making mistakes
while doing this heavy manual work.

The most convenient way, | have found, is to bind a folder in the container with the host system.
And share this drive in the private network - so it becomes possible to edit the files easily. And
share, for example a folder with images and videos, over different containers.

Configuration

1) Create your folders and optionally share them. (I would suggest to create a folder per project
and also split up between your Test and Production.

2) Create a new container
3) While configuring, go to Advanced Settings -> Storage -> Bind Mount Host Path



Container Station - O X
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4) Write your mapping. In my case | have a share at /DOCKERMEDIA

Advanced Settings X
Storage
Commands
Storage Mapping Add Volume | =
Networks
. Host | /DOCKERMEDIA/Proxy |
Environments \ J o
Container: [ /media ]
Labels

| Storage =

How to access the files

Commandline:

When | open a shell on my QNAP - it will be listed under the path /share/DOCKERMEDIA

From the application in the docker:
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In a docker application, you would configure it as below. When you compile the solution for ISS
Express, it will be on your local system.

But when you publish it to a docker, it will look at the path /app/media - which is now linked to the
QNAP directory.

"DB_FILE_PATH":
"IMAGE_FILE_PATH":

SACHUP_PATH™:
ENERATE_DEFAULT

ACHUP_QUESTII

"ADMINISTRATOR_PWD" :

"Docker®:

commandName”™: "Do
aunchBrowser”

"DE_FILE_PATH®:
"JSON_FILE_PATH":
"IMAGE_FILE_PATH":

Windows share:
Open window explorer and access the share:
W192.168.111.222\dockermedia\

Ofcourse, this isn't automatically shared and we assume you've set up the share in ControlPanel.
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